The nanorods of cadmium selenide (CdSe) have been synthesized by soft chemical route using mercapto ethanol as a capping agent. The sample forms a rod like shape, confirmed by transmission electron microscope (TEM) measurement. Impedance spectroscopy is applied to investigate the dielectric relaxation of the sample at a various temperature region with varying frequency range. Grain and grain boundary effects both are present in the complex impedance plane plot and is analyzed by an electrical equivalent circuit consisting of a resistance and a constant-phase element. Dielectric relaxation mechanism shows peak positions in the imaginary parts of the spectra and that is analyzed by Cole–Cole model. The temperature-dependent relaxation times obeys Arrhenius law having activation energy of 0.391 eV, which indicates that polaron hopping is responsible for conduction or dielectric relaxation in this material. The presence of two plateaus in the frequency-dependent conductivity spectra follows double-power law.
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**Introduction**

One dimensional (1D) nanorods, two dimensional (2D) nanofilms and three dimensional (3D) nanoparticles have been the subject of interest in recent years both in fundamental research and technological applications. Among them the synthesis of 1D nanorods and two dimensional (2D) nanofilms are very tricky, due to their efficient photovoltaic properties that have been demonstrated by the design of thin films consisting of crystalline arrays of oriented nanorods. Nanorods exhibits substantial photocurrent efficiencies due to better transport and the photo-generated electrons are collected through a designed path (i.e. the oriented rods), as well as to a better physical and structural match between the n-type semiconductor materials, the diameter of its nanometer scale building blocks, and the minority carrier (hole) diffusion length. Such properties differ significantly from others, making nanorods potential candidates for integration into functional materials such as optoelectronic devices and biosensors [1–3]. For practical applications, nanorods provide the basis to the engineering of new materials and the fabrication of devices. In particular, embedding quantum structures in single nanorods would enable novel physical properties such as quantum confinement to be exploited, for example, the continuous tuning of spectral wavelength by varying the well thickness. 1D semiconductor nanostructures have been the subject of numerous research activities and have been used to realize prototype electrical and optical test beds [4–11]. Recently the preparations of nanorods and nanowires with axially and radially modulated compositions have been fabricated by various methods [12–17]. Inorganic nanorods have a strong tendency to aggregate in the solid state, and CdSe nanorods have been shown to exhibit liquid crystal phases in concentrated solutions, or when cast from solution onto a substrate [18–21]. CdSe nanorods also show gross phase separation when blended with most polymers as composite films [11,22]. CdSe nanorods with narrow size distribution are also readily available because of recent synthetic advances [23,24].

The structural and optical properties of CdSe nanorods have been studied by many researchers but no attention has ever been paid for a systematic study of the dielectric relaxation of CdSe nanorods. In the present work we have focused in a comparative dielectric study of CdSe nanoparticles with CdSe nanorods and it actually explains the advantage of CdSe nanorods as the long axis of the nanorods provides a continuous pathway for electron transport for nanorods [25].

**Experimental Techniques**

In the synthesis of the materials, the precursors used were cadmium acetate ((CH₃COO)₂Cd, 2H₂O), Merck) and sodium selenite ((Na₂SeO₃, 5H₂O), Lobachemie). Mercapto ethanol ((C₃H₈OS), SRL) was used as the capping agent.

A detailed study of the preparation of CdSenanorods have been discussed in our previous publication [26] where the phase formation of the material is checked by the X-ray diffraction (XRD) pattern. The XRD pattern of the materials [26] clearly indicates that there is no mixed phase in the materials. The size of the nanoparticles is determined by the transmission electron microscope ((TEM) which has already been reported in our earlier work) [26]. A detailed
study of the structural, optical and vibrational properties of the CdSe nanorods has been published in our previous publication [26].

For the dielectric measurement, the powder of CdSe was pelletized into a disc of thickness 2.9 mm and diameter 8.01 mm using a pressure of 4 tons. The disc was gold electrodecd and connected to an LCR meter (Hioki - 3552). The frequency dependence of dielectric parameters was measured in the various frequency ranges (from 1000 Hz to 1.1 MHz) over a different temperature range (from 323 to 473 K). The temperature was controlled by a programmable temperature controller (Eurotherm 2216e) connected with the oven. All the dielectric data were collected at a rate of 1 °C/min while heating or cooling. Each measured temperature was kept constant with an accuracy of ± 1 °C. The three important parameters like complex electric modulus $M^*(=1/\varepsilon^*)$ and complex impedance $Z^*(=M^*/JoC_0)$ and ac electrical conductivity $\sigma(\omega) = \omega\varepsilon_0\varepsilon''$ were obtained from the temperature dependence of the real ($\varepsilon'$) and imaginary ($\varepsilon''$) components of the dielectric permittivity $\varepsilon^*(=\varepsilon'-j\varepsilon'')$.

**Results and Discussion**

**Impedance Spectroscopy analysis**

**Impedance formalism**

Figure 1 shows the complex impedance plane plots of CdSe nanorods at different temperatures. There are two types of relaxation phenomena signifying two different arcs in the impedance plane plots at each temperature with sufficiently different relaxation times ($\tau = \text{RC}$), where R is the resistance and C is the capacitance of the associated phase [27]. Polycrystalline materials generally show intergranular or grain-boundary impedances. The impedance data is modelled by invoking an equivalent circuit consisting of two serially connected R-CPE units, for the grain and grain boundary region, each containing a resistor (R) and a constant phase element (CPE) (instead of ideal capacitor) in parallel. In the inset of the Fig. 1, an equivalent circuit model ($R_\text{g}Q_\text{g}$ ($R_\text{gb}Q_\text{gb}$) is shown to interpret the impedance plane plots. Here $R, Q, g, gb$ represent the resistance, the constant phase element, grain elements and grain boundaries, respectively.

The CPE is used to accommodate the non-ideal behaviour of the capacitance which may have its origin in the presence of more than one relaxation process with similar relaxation times. The capacitance of the CPE is given by the following relation

$$C' = Q^n R^{(1-n)}$$

Where the non-ideal behaviour is estimated by the parameter $n$, having a value of zero for pure resistive behaviour and is unity for capacitative behaviour [28 - 30]. In the complex plane plot, the arc representing the grain boundaries generally lies on the lower frequencieside since the relaxation time of the grain boundaries is much larger than that of the grains[31]. Therefore, we assign smaller (high frequency) and larger (low frequency) semicircular arcs to the grain and grain boundary, respectively [32]. The parameters $R_\text{g}, R_\text{gb}, Q_\text{g}, Q_\text{gb}, n_\text{g},$ and $n_\text{gb}$ are obtained for each temperature by fitting the impedance plane plots. The fitting parameters derived from the equivalent circuit are given in Table 1.

**Table 1: Complex impedance plane fitting parameters based on the R-CPE equivalent circuit.**

<table>
<thead>
<tr>
<th>Temp (K)</th>
<th>$R_\text{g}$ (ohm)</th>
<th>$Q_\text{g}$ (ohm$^{-1}$ m$^{-2}$ S$^{-n}$)</th>
<th>$n_\text{g}$</th>
<th>$R_\text{gb}$ (ohm)</th>
<th>$Q_\text{gb}$ (ohm$^{-1}$ m$^{-2}$ S$^{-n}$)</th>
<th>$n_\text{gb}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>373</td>
<td>3.85X10$^4$</td>
<td>6.1X10$^6$</td>
<td>0.7</td>
<td>2.5X10$^{-4}$</td>
<td>1X10$^{-6}$</td>
<td>0.55</td>
</tr>
<tr>
<td>403</td>
<td>1.8X10$^4$</td>
<td>6X10$^{-6}$</td>
<td>0.69</td>
<td>7.5X10$^{-4}$</td>
<td>9X10$^{-6}$</td>
<td>0.62</td>
</tr>
<tr>
<td>443</td>
<td>0.85X10$^4$</td>
<td>5.5X10$^{-6}$</td>
<td>0.68</td>
<td>4.5X10$^{-4}$</td>
<td>8.5X10$^{-6}$</td>
<td>0.63</td>
</tr>
</tbody>
</table>

As evidenced from Table 1, the value of $n_\text{g}$ decreases and $n_\text{gb}$ increases with an increase in temperature signifying that the grain boundary capacitance ($C_\text{gb}$) is likely to approach ideal behaviour and the grain capacitance ($C_\text{g}$) deviates from the ideal behaviour. The variation in the resistances of the grain and grain boundaries with temperature is also enlisted in Table 1. The decrease in the resistance of grains and grain boundaries may be due to the thermal activation of the localized charges. Two types of thermal activation processes one is carrier density in the case of band conduction and the other one is carrier mobility in case of hopping, are responsible for the reduction in the resistive properties with temperature [33].

**Dielectric relaxation**

Fig. 2 shows the plot of real ($\varepsilon'$) and imaginary ($\varepsilon''$) parts of the complex permittivity for CdSe as a function of logarithmic angular frequency $\omega$ ($= 2\pi\nu$) at various temperatures. The value of $\varepsilon'$ decreases with increasing frequency and becomes almost independent of frequency after a certain value observed in Fig. 2a. We may discuss it in a different way: at very low frequencies (when $\omega << 1/\tau$, where $\tau$ is the relaxation time), dipoles can follow the field and $\varepsilon'$ is nearly equal to its value at quasi-static fields. With the increase of frequency (when $\omega < 1/\tau$), dipoles begin to lag behind the field and $\varepsilon'$ slightly decreases and finally att the characteristic frequency ($\omega = 1/\tau$), the dielectric constant drops and shows the relaxation process. At very high frequencies (when $\omega >> 1/\tau$), dipoles can no longer follow the field and $\varepsilon'$ reaches its high-frequency value.

In Fig. 2b, a relaxation peak is developed in the logarithmic angular frequency dependence of $\varepsilon''$ in the dispersion region of $\varepsilon'$. The peak position in the frequency dependence of $\varepsilon''$ shifts to the higher frequency side with increasing temperature where the increase in the value of $\varepsilon''$ in the low-frequency region is due to the dc conductivity.
It is clear that the width of the losspeaks in Fig. 2b points towards the possibility of a distribution of relaxation times. Cole–Cole model is one of the most convenient ways of checking the poly-dispersive nature of the dielectric relaxation where the complex dielectric constant is known to be described by the empirical relation [34]

\[\varepsilon^* = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)}{1 + (j\omega\tau)^{-\alpha}}\]

Where \(\varepsilon_s - \varepsilon_\infty\) is the dielectric strength, \(\tau\) is the mean relaxation time, and \(\alpha\) is the Cole–Cole parameter which varies between 0 and 1. For an ideal Debye relaxation \(\alpha = 0\), and \(\alpha > 0\) signifies that the relaxation has a distribution of relaxation times, which gives a broader peakshape than a Debye peak. In some cases, when the electrical conductivity is dominant in the low-frequency range a contribution term by electrical conduction is generally added to the relaxation equation. The conductivity term is incorporating in the modified Cole–Cole equation given as [35,36].

\[\varepsilon^* = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)}{1 + (j\omega\tau)^{-\alpha}} - \frac{\sigma}{\varepsilon_0\omega^n}\]

Where \(\sigma = \sigma_1 + j\sigma_2\) is the complex conductivity followed by the real and imaginary part. From the above relation, the complex permittivity can be decomposed into the real and imaginary parts

\[\varepsilon' = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)[1 + (\alpha(\omega\tau)^{1-\alpha}\sin(\alpha\pi/2)]}{1 + 2(\alpha(\omega\tau)^{2-2\alpha})\sin(\alpha\pi/2) + (\alpha(\omega\tau)^{2-2\alpha})^2} + \frac{\sigma_1}{\varepsilon_0\omega^n}\]

\[\varepsilon'' = \frac{(\varepsilon_s - \varepsilon_\infty)(\alpha(\omega\tau)^{1-\alpha}\cos(\alpha\pi/2))}{1 + 2(\alpha(\omega\tau)^{2-2\alpha})\sin(\alpha\pi/2) + (\alpha(\omega\tau)^{2-2\alpha})^2} + \frac{\sigma}{\varepsilon_0\omega^n}\]

Where the free charge carriers (dc conductivity) and the space charge carriers (localized charges) are represented by \(\sigma_1\) and \(\sigma_2\) and \(n\) is a dimensionless frequency exponent which varies from 0 to 1. It is evident from the above equations that the charge carrier localization at the interfaces (\(\sigma_2\)) can make a large contribution to the dielectric permittivity, whereas the free charge carriers (\(\sigma_1\)) contribute to the dielectric loss. In Eq. (5), the first term indicates the part of the losses associated with the dielectric relaxation due to permanent dipole orientation, whereas the second term explains the losses associated with long-range migration of the charge carrier response. We have analyzed our experimental data using Eqs. (4) and (5) and the best fitting of the experimental data is shown by solid lines in Figs. 2(a and b).

The obtained fitting parameters are listed in Table 2. It is observed that with increasing temperature, the value of \(n\) increases. Here, the exponent \(n\) represents the degree of interaction between mobile charges with the lattice around them and \(n = 1\) for an ideal complex conductivity (where the interaction between the neighboring dipoles is almost negligible). For \(n<1\) the polarization has a distribution of the carrier polarization mechanism. The mobile charge carriers easily escape the potential barriers at a particular frequency with increasing temperature and hence the interaction with the lattice sites decreases giving the higher value of \(n\) for the system. In the low-temperature region the electric dipoles formed by the mobile charge carriers freeze easily through the relaxation process at lower frequency due to the high interaction with lattice sites. So, Fig. 2a indicates a strong dispersive nature of the carrier polarization mechanism by decay of polarization with respect to the applied field. On the other hand, at high temperatures the polarization of charge carriers occurs quickly and thus the relaxation occurs on the high-frequency side, indicating the weakly dispersive nature of carrier polarization [37,38]. To get an idea about the type of relaxation response in this material, we have calculated the activation energy of the relaxation process. To obtain the required activation energy for the dielectric relaxation process, we have plotted the characteristic relaxation frequency (\(\omega_m\)) as a function of temperature, shown in Fig. 3 which satisfies the Arrhenius law and the activation energy is found to be \(\sim 0.391\) eV. Such a value of activation energy indicates that the conduction mechanism in CdSe may be due to polaron hopping based on the electron carriers [39, 40]. In the hopping process, the electron disorders its surroundings by moving its neighboring atoms from their equilibrium positions and forms the polaron.

Table 2: The fitting parameters for \(\varepsilon'\) and \(\varepsilon''\)

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>(Ae = (\varepsilon_s - \varepsilon_\infty))</th>
<th>(\alpha)</th>
<th>(n)</th>
<th>(\omega_{max}) (10^6 rad s(^{-1}))</th>
<th>(\sigma_1) (10^6 S m(^{-1}))</th>
<th>(\sigma_2) (10^6 S m(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>373</td>
<td>78</td>
<td>0.15</td>
<td>0.89</td>
<td>0.45</td>
<td>2.1</td>
<td>1.7</td>
</tr>
<tr>
<td>403</td>
<td>80</td>
<td>0.13</td>
<td>0.90</td>
<td>1.1</td>
<td>3.1</td>
<td>4.2</td>
</tr>
<tr>
<td>423</td>
<td>81</td>
<td>0.12</td>
<td>0.91</td>
<td>2.55</td>
<td>4.5</td>
<td>-</td>
</tr>
<tr>
<td>473</td>
<td>82</td>
<td>0.11</td>
<td>0.93</td>
<td>7</td>
<td>10.7</td>
<td>9.5</td>
</tr>
</tbody>
</table>

Figure 2: Frequency (angular) dependence of \(\varepsilon'\) (a) and \(\varepsilon''\) (b) of CdSe nanorods at various temperatures, where the symbols represent the experimental data and the solid lines are the Cole–Cole fits to the experimental data using Eqs. (4) and (5).

Figure 3: The Arrhenius plot for \(\omega_m\) (collected from figure 2b). The straight lines show the linear fit to the plots.
Presence of amorphous phase at nanorod interface is confirmed from HRTEM analysis. Nanorods cross each other when they are subjected to high pressure to form a pellet. Finally, this phase percolate for electrical conduction and treated as grain boundary with the nanorod itself acting as grain. In CdSe nanorods as the band gap is smaller than that of CdSe nanoparticles, the defect states have to be distributed with narrower energy range. Reduction of grain boundary activation energy of ~0.39 eV in nanorods from ~0.8 eV in nanoparticles supports this statement.

Fig. 4 shows the scaling behaviour of $\varepsilon''$ where we have scaled each $\varepsilon''$ by $\varepsilon_{m''}$ ($\varepsilon_{m''}$ is the peak value of $\varepsilon''$ in the $\varepsilon''$ vs log $\omega$ plot) and each frequency by $\omega_{m}$ (corresponds to the frequency of the peak position of $\varepsilon''$ in the $\varepsilon''$ vs log $\omega$ plot). From Fig. 4 it can be said that the relaxation describes the same mechanism at different temperatures in this material as all the curves superimposed in a single master curve for all the temperatures.

**Conductivity formalism**

The conductivity of the sample can be measured by the given expression as

$$\sigma(\omega) = \omega \varepsilon_0 \varepsilon''$$  \hspace{1cm} (6)

Where $\sigma$ is the real part of the conductivity and $\varepsilon''$ is the imaginary part of dielectric constant. Fig. 5 (a) shows the frequency spectra (log-log plot) of the conductivity for CdSe nanorods at different temperatures.

As illustrated in Fig 5 (b), a typical conductivity spectrum at 403 K is divided into three different parts [41]. In region I, the jump relaxation model (at low frequency and/or at high temperature, since the electric field cannot perturb the hopping conduction mechanism of charged particles), explains the conductivity is approximately equal to the dc value and the conduction mechanism is the same as that for dc conduction, i.e. hopping of charged particles from one localized state to another. This localization gives rise to the formation of polaron and the charge transport may be considered between the nearest neighbour sites. In region II, the conductivity begins to increase nonlinearly after the frequency exceeds the critical frequency $\omega_c$, it may be due to the fact that the capacitor admittance becomes numerically larger than the resistor admittance with increasing frequency. Now the conductivity becomes proportional to frequency in region III and produced nearly constant loss (NCL). Thus it is observed that the ac conductivity at high frequency is dominated by the NCL regime in CdSe nanorods. It is seen from Fig. 5(a) that with decreasing frequency the value of $\sigma$ decreases and after a certain value, it becomes independent of frequency. Extrapolation of this part towards lower frequency will give $\sigma_{dc}$ value of the particulars. At higher frequency $\sigma$ exhibits dispersion, increasing in a power law fashion and eventually becoming almost linear. Thus the conductivity spectra are analyzed by the power law (shown in Fig. 5(c)) [42, 43] given by

$$\sigma(\omega) = \sigma_{dc} \left[1 + \left(\frac{\omega}{\omega_{H}}\right)^n\right]$$  \hspace{1cm} (7)

Where $\sigma_{dc}$ is the DC conductivity, $\omega_H$ is the hopping frequency of the charge carriers and $n$ is a dimensionless frequency exponent. In lower frequency region the value of $n$ varies in the range of $1 \leq n \leq 2$ whereas in the high frequency region it is found to be in the range of 0-1. At low frequency, the ac conductivity is found to be weakly temperature dependent due to non-equilibrium occupancy of the trapped charges [44]. With increasing frequency, the occupancy of the trap centers is reduced for conduction process which facilitates the conductivity state more active by promoting the hopping of electrons and holes. As a result, with increasing frequency and temperature, the conductivity increases. The experimental conductivity spectra of CdSe nanorods are fitted to Eq. 7 with $\sigma_{dc}$ and $\omega_H$ as variable and the parameter $n$ is weakly temperature dependent.

![Figure 4](image4.png)

**Figure 4**: Scaling behaviour of $\varepsilon''$ is shown at various temperatures.
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**Figure 5**: Log–log plot of frequency (angular) dependence of the conductivity of CdSe nanorods at various temperatures, where the symbols represent the experimental data and the solid lines are the fitting to the experimental data.
A comparison of the values conductivity CdSe nanorods with nanoparticles at a particular frequency (1 MHz) for different temperatures is given in Table 3.

Table 3: Comparison of conductivity values of CdSe nanorods and CdSe nanoparticles.

<table>
<thead>
<tr>
<th>Temp. (K)</th>
<th>CdSe nanorods $\sigma_d \times 10^6$ (S m$^{-1}$)</th>
<th>CdSe nanoparticles $\sigma_d \times 10^3$ (S m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>443</td>
<td>650</td>
<td>631</td>
</tr>
<tr>
<td>403</td>
<td>308</td>
<td>224</td>
</tr>
<tr>
<td>343</td>
<td>144</td>
<td>91</td>
</tr>
<tr>
<td>323</td>
<td>69</td>
<td>50</td>
</tr>
</tbody>
</table>

Conclusion

We have synthesized CdSe nanorods by soft chemical route. It is cubic in phase and rod like shaped, confirmed from XRD and TEM images. The dielectric relaxation mechanism of the sample is carried out by impedance spectroscopy analysis. Relaxation peaks are observed in the imaginary part of the complex permittivity spectra and is fitted by the modified Cole-Cole expression. Grain and grain boundary effects both are present in the complex impedance plane plot and is analyzed by an electrical equivalent circuit consisting of a resistance and a constant-phase element (CPE). There are two plateaus in the frequency-dependent conductivity spectra which explain the presence of both the grain and grain boundary contribution in conductivity analysis.
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